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Abstract

An $m \times 2$ cross-validation based on $m$ half–half partitions is widely used in machine learning. However, the cross-validation performance often relies on the quality of the data partitioning. Poor data partitioning may cause poor inference results, such as a large variance and large Type I and II errors of the corresponding test. To evaluate the quality of the data partitioning, we propose a statistic based on the difference between the observed and expected numbers of overlapped samples of two training sets in an $m \times 2$ cross-validation. The expectation and variance of the proposed statistic are also given. Furthermore, by studying the quantile of the distribution of the statistic, we find that the occurrence of poor data partitioning is not a small probability event. Thus, data partitioning should be predesigned before conducting $m \times 2$ cross-validation experiments in machine learning such that the number of overlapped samples observed is equal or as close as possible to the number expected.

1. Introduction

In machine learning research, a cross-validation method is commonly used in model assessment and selection, as well as in the estimation of generalization error. To date, many versions of cross-validation have been developed, including Repeated Learning-Testing (RLT), standard $k$-fold cross-validation, Monte-carlo cross-validation, $5 \times 2$ cross-validation and blocked $3 \times 2$ cross-validation (Hastie et al. [7]; Nadeau and Bengio [9]; Bengio and Grandvalet [3]; Markatou et al. [8]; Arlot and Celisse [2]; Dietterich [4]; Alpaydin [1]; Yildiz [12]; Wang et al. [10]).

In particular, standard $2$-fold cross-validation has received considerable attention because it exhibits some good properties, such as a low computational cost, consistency in selection used to model selection for the classification situation of Yang [11], and use in variance estimation in the ultra-high dimensional linear regression model of Fan [5]. A $2$-fold cross-validation splits the data into two equal-sized data sets, i.e., training and test sets, and each $2$-fold cross-validation corresponds to one half–half partition. In practice, to be able to eliminate the effect by chance (e.g., variance due to changes in the training set), typically, one does $2$-fold cross-validation a number of times. A cross-validation based on $m$ replications of $2$-fold cross-validation is called an $m \times 2$ cross-validation.

An $m \times 2$ cross-validation based on $m$ data partitions is widely used in machine learning. Dietterich [4], Alpaydin [1] and Yildiz [12] demonstrated the superiority of a $5 \times 2$ cross-validation when comparing algorithms for $m = 5$. Hafidi and Mkhadri [6] provided a large sample property of an $m \times 2$ cross-validation (called Repeated Half Sampling in their paper) in the model selection of linear regression. Unfortunately, the performance of cross-validation often relies on the quality of the data partitioning. However, the data partitioning cannot be directly evaluated. It should be noted that different partitions generate different training and test sets in an $m \times 2$ cross-validation, and that training sets (test sets) from any two independent partitions contain common samples regardless of how the data are split. The number of common samples in training sets (test sets) from two data partitions is defined as the number of overlapped samples. In fact, Markatou et al. [8] theoretically proved that the number of overlapped samples from any two training sets follows a hypergeometric distribution, and that the mathematical expectation is $n/4$ (where $n$ is the sample size). The following two examples illustrate the impact of the number of overlapped samples on the performance of an $m \times 2$ cross-validation.

Example 1. At the sample size $n = 40$, we predict the response variable $Y$ with $Y \in \{0, 1\}$ based on the predictive variables $X_1, X_2, X_3$. For 20 observations with $Y = 1$, we generate three independent random variables $X_1, X_2, X_3$, all standard normal; for the remaining 20 observations with $Y = 0$ we generate the three predictors also independent, but with $N(0.4, 1), N(0.3, 1)$ and $N(0, 1)$ distributions, respectively. Then $X_3$ is not useful for classifying $Y$. The learning algorithm is classification tree. Here, we will examine the impact of the
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number of overlapped samples on the variance of the generalization error estimation in an $m \times 2$ cross-validation at $m = 3$.

Fig. 1 shows the results. The variances of a $3 \times 2$ cross-validation with the number of overlapped samples equal to $n/4$ (Case II) in 100 replications are all smaller than that of a $3 \times 2$ cross-validation where the difference of the maximum number of overlapped samples and $n/4$ is 2 (Case I). This implies that a large variance may be caused by data partitioning when the number of overlapped samples is not equal to $n/4$. Furthermore, Wang et al. [10] had used a simulation study to show that a $3 \times 2$ cross-validation with the expected number of overlapped samples of $n/4$ had a minimum variance. See the example shown in Fig. 2 of the change of covariance with the number of overlapped samples in any two replications of 2-fold cross-validation for $n = 512$ and support vector machine classifier.

Example 2 shows the impact of the number of overlapped samples on Type I and II errors of the corresponding test based on a $5 \times 2$ cross-validation. The probabilities of Type I and II errors of a $5 \times 2$ cross-validated $F$-test gradually increase correspond to an increase in the maximum number of overlapped samples. The probabilities of Type I and II errors of a $5 \times 2$ cross-validated $F$-test, where the maximum number of overlapped samples are 59 and 90 respectively, are higher than the significance level of 0.05. However, from the conclusion derived by Nadeau and Bengio [9], we can see that these two classification learning algorithms have no statistical significant differences with a setup of $n = 200$, $\mu_0 = (0, 0)$, $\mu_1 = (1, 1)$, $\Sigma_0 = I_2$, $\Sigma_1 = \frac{1}{2} I_2$, but do have significant differences with a setup of $n = 200$, $\mu_0 = (0, 0)$, $\mu_1 = (1, 1)$, $\Sigma_0 = I_2$, $\Sigma_1 = \frac{1}{2} I_2$. For a $5 \times 2$ cross-validation with the number of overlapped samples of $n/4 = 50$, the probabilities are only 0.037 and 0.050. These findings all indicate that the poor data partitioning that occurs when the number of overlapped samples is not equal to $n/4$ results in a poor performance of an $m \times 2$ cross-validation.

However, how can the quality of the data partitioning be measured? Does such poor partitioning always occur when the data is randomly split? Thus, providing a measure for data partitioning in an $m \times 2$ cross-validation is important. In addition, such a measure should be constructed based on the number of overlapped samples.

Example 2. By considering the problem of comparing two algorithms: regression tree and ordinary least squares linear regression, we thus have $(X, Y)$, with $\text{Prob}(Y = 1) = \text{Prob}(Y = 0) = \frac{1}{2}$, $X \mid Y = 1 \sim N(\mu_1, \Sigma_1)$, $X \mid Y = 0 \sim N(\mu_0, \Sigma_0)$. $X$ is a binary input variable. $Y$ is an output variable. The sample size is $n = 200$. Here we examine the impact of the maximum number of overlapped samples on the performance of a $5 \times 2$ cross-validated $F$-test given by Alpaydin [1].

The results of Table 1 show that the probabilities of Type I and II errors of a $5 \times 2$ cross-validated $F$-test gradually increase correspond to an increase in the maximum number of overlapped samples. The probabilities of Type I and II errors of a $5 \times 2$ cross-validated $F$-test, where the maximum number of overlapped samples are 59 and 90 respectively, are higher than the significance level of 0.05. However, from the conclusion derived by Nadeau and Bengio [9], we can see that these two classification learning algorithms have no statistical significant differences with a setup of $n = 200$, $\mu_0 = (0, 0)$, $\mu_1 = (1, 1)$, $\Sigma_0 = I_2$, $\Sigma_1 = \frac{1}{2} I_2$, but do have significant differences with a setup of $n = 200$, $\mu_0 = (0, 0)$, $\mu_1 = (1, 1)$, $\Sigma_0 = I_2$, $\Sigma_1 = \frac{1}{2} I_2$. For a $5 \times 2$ cross-validation with the number of overlapped samples of $n/4 = 50$, the probabilities are only 0.037 and 0.050. These findings all indicate that the poor data partitioning that occurs when the number of overlapped samples is not equal to $n/4$ results in a poor performance of an $m \times 2$ cross-validation.

![Box plots for Example 1](image1)

**Fig. 1.** Box plots for Example 1, where Case I and Case II refer to the cases of the difference of maximum number of overlapped samples and $n/4$ being 2 and 0, respectively.
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**Fig. 2.** Curve of covariance vs. number of overlapped samples.
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**Fig. 3.** The change in $EZ$ and $DZ$ for $n$ from 4 to 1024.
of the training sets in an $m \times 2$ cross-validation. As such, we propose a statistic based on the difference between the number of overlapped samples in the training sets resulting from any two data partitions of an $m \times 2$ cross-validation and its mathematical expectation. We also show that the occurrence of poor data partitioning is not a small probability event.

The remainder of this study is organized as follows. Section 2 describes the statistic used for measuring data partitioning and its statistical properties. Section 3 demonstrates that the occurrence of poor data partition is not a small probability event. Section 4 concludes the study.

2. Statistic used for measuring data partitioning

2.1. Statistic and its distribution

According to Markatou et al. [8], in an $m \times 2$ cross-validation the number of overlapped samples from any two training sets follows a hypergeometric distribution. This random variable is denoted as $X$. Thus, a statistic used for measuring the data partitioning based on $X$ and its mathematical expectation can be defined as:

$$Z = |X - EX|,$$

where $EX = n'$, $n = 4n'$ is sample size.

Then, we consider the distribution of $Z$. First, from $X$ following hypergeometric distribution $h(2n', n, 2n')$, we have

$$P(X = k) = \binom{2n'}{k} \binom{2n'}{2n' - k}, k = 0, 1, 2, \ldots, 2n'.$$

Then, $P(X = k) = P(X = 2n' - k)$ is obtained from the symmetry properties of the distribution of $X$. Thus, in the case of $z = 0$

$$P(Z = 0) = P(|X - EX| = 0) = P(|X - 2n'| = 0) = P(X = n') = \left(\frac{n'}{n}\right).$$

In the case of $z \neq 0$, $z = 1, 2, \ldots, n'$,

$$P(Z = z) = P(|X - n'| = z) = 2 \binom{2n'}{n'} \binom{2n'}{n' + z} \left(\frac{2n'}{n}\right)^2 = 2 \left(\frac{2n'}{n}\right)^2 \binom{n'}{z}.$$

Remark 1. From the combination equation $\binom{2n'}{n'} = \binom{2n'}{n' - z} + \binom{2n'}{n' - z - 1}$, we have $\binom{2n'}{n' - z} > \binom{2n'}{n' - z - 1}$, i.e., $P(Z = z)$ is a decreasing function of $z$ for $z > 0$. 
Fig. 6. Quantile values for different sample sizes and an $7 \times 2$ cross validation.

Fig. 7. Quantile values for different sample sizes and an $11 \times 2$ cross validation.

Table 2
The numbers of $Z_{\max} = 0, 1, \ldots, 14$ in 100 replications of $3 \times 2, 7 \times 2,$ and $11 \times 2$ cross-validations for $n = 200.$

<table>
<thead>
<tr>
<th>$Z_{\max}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3 \times 2$ cross-validation</td>
<td>9</td>
<td>16</td>
<td>15</td>
<td>13</td>
<td>19</td>
<td>12</td>
<td>10</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$7 \times 2$ cross-validation</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>19</td>
<td>27</td>
<td>19</td>
<td>13</td>
<td>8</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$11 \times 2$ cross-validation</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>26</td>
<td>31</td>
<td>19</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3
The numbers of $Z_{\max} = 0, 1, \ldots, 25$ in 100 replications of $3 \times 2, 7 \times 2,$ and $11 \times 2$ cross-validations for $n = 600.$

<table>
<thead>
<tr>
<th>$Z_{\max}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3 \times 2$ cross-validation</td>
<td>4</td>
<td>9</td>
<td>14</td>
<td>13</td>
<td>5</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$7 \times 2$ cross-validation</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>11</td>
<td>14</td>
<td>6</td>
<td>13</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>$11 \times 2$ cross-validation</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>8</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>$Z_{\max}$</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$3 \times 2$ cross-validation</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$7 \times 2$ cross-validation</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$11 \times 2$ cross-validation</td>
<td>13</td>
<td>14</td>
<td>8</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.2. Mathematical expectation and variance of the statistic

An mathematical expectation and variance are very important numerical characteristics of a statistic. A expectation reflects the extent of the average difference between the observed and expected numbers of overlapped samples. This characteristic is of great concern by researchers in terms of the statistic's practical application. In addition to a mathematical expectation, we are also concerned with the variance of the statistic because it reflects the fluctuating range of the statistic's values. To further understand the proposed statistic, we discuss its expectation and variance.

**Proposition 1.** The expectation and variance of statistic $Z$ can be expressed as Eqs. (5)

$$EZ = \frac{n^2}{4(n-1)} \left( \frac{2^{n-1}}{n} \right) \left( \frac{2^{n-1}}{2(n-1)} \right) + \frac{n(n-2)}{8(n-1)} \left( \frac{2^{n-1}}{n} \right)^2 - \frac{n(2^n)^2}{4(n^2)}$$

(5)

and

$$DZ = \frac{n^2}{16(n-1)} \left( \frac{n^2}{4(n-1)} \left( \frac{2^{n-1}}{n} \right) \left( \frac{2^{n-1}}{2(n-1)} \right) + \frac{n(n-2)}{8(n-1)} \left( \frac{2^{n-1}}{n} \right)^2 - \frac{n(2^n)^2}{4(n^2)} \right)^2$$

(6)

where $n' = n/4$.

**Proof.** First, from Eqs. (3) and (4), the expectation of $Z$ can be written as

$$EZ = \sum_{k=0}^{n'} |k-n'| P(X = k) + \sum_{k=n'+1}^{2n} |k-n'| P(X = k)$$

$$= n' - n' P(X = n') - 2 \sum_{k=1}^{n'-1} \frac{k(2^n - 2k)}{n}$$

And

$$\sum_{k=1}^{n'-1} \frac{k(2^n - 2k)}{n} = \frac{n^2}{8(n-1)} \left[ 1 - \frac{2^{n-1} - (2^{n-1} - 1)}{(2(n-1)) - 1} \right] + \frac{n(n-2)}{16(n-1)} \left[ 1 - \frac{2^{n-1} - (2^{n-1} - 1)}{(2(n-2)) - 1} \right].$$

This imply that

$$EZ = \frac{n^2}{4(n-1)} \left( \frac{2^{n-1}}{n} \right) \left( \frac{2^{n-1}}{2(n-1)} \right) + \frac{n(n-2)}{8(n-1)} \left( \frac{2^{n-1}}{n} \right)^2 - \frac{n(2^n)^2}{4(n^2)},$$

Second, the variance of $Z$ has the following form:

$$DZ = E(Z^2) - (EZ)^2 = \frac{n^2}{16(n-1)}.$$

Table 4

<table>
<thead>
<tr>
<th>Sample size (n)</th>
<th>k(P &gt; 0.2)</th>
<th>k(P &gt; 0.1)</th>
<th>Sample size (n)</th>
<th>k(P &gt; 0.2)</th>
<th>k(P &gt; 0.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40–44</td>
<td>2</td>
<td>2</td>
<td>40–44</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>64–72</td>
<td>2</td>
<td>2</td>
<td>64–72</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>76–116</td>
<td>2</td>
<td>3</td>
<td>76–116</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>120</td>
<td>3</td>
<td>3</td>
<td>120</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>124–176</td>
<td>3</td>
<td>4</td>
<td>124–176</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>180–196</td>
<td>3</td>
<td>5</td>
<td>180–196</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>200–248</td>
<td>4</td>
<td>5</td>
<td>200–248</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>252–292</td>
<td>4</td>
<td>6</td>
<td>252–292</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>296–332</td>
<td>5</td>
<td>6</td>
<td>296–332</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>336–408</td>
<td>5</td>
<td>7</td>
<td>336–408</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>Sample size (n)</th>
<th>k(P &gt; 0.2)</th>
<th>k(P &gt; 0.1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40–44</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>64–72</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>76–116</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>120</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>124–176</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>180–196</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>200–248</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>252–292</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>296–332</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>336–408</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

**Remark 2.** To clarify the change in the expectation and variance of statistic $Z$ with varying sample sizes $n$, we examined their values for $n$ from 4 to 1024. Fig. 3 indicates that the values of $E$ and $DZ$ all gradually increase with an increase in sample capacity and that the variance changes more quickly. This implies that the difference between the observed and expected numbers of overlapped samples becomes large and that the stability deteriorates with an increase in sample sizes $n$. This finding further shows the importance of measuring the quality of the data partitioning.

3. Quantile value of $Z$ in which a small probability event does not occur

From Wang et al. [10] and Examples 1 and 2 described in Section 1, we can see that the performance of an $m \times 2$ cross-validation based on poor data partitioning with a large $Z$ deteriorates. Next, we show that the occurrence of poor data partitioning is not a small
probability event. If this partitioning is a small probability event, then finding the partitioning that satisfies the condition in which the number of overlapping samples is equal to \( \frac{n}{4} \) is insignificant because a small probability event is unlikely to happen in a single experiment. A small probability event refers to an event with a probability of less than 0.1 or 0.2. We thus consider the quantile values of \( P(Z > k) > 0.1 \) and \( P(Z > k) > 0.2 \) for different sample sizes. In view of the expectation of \( X \) following a hypergeometric distribution, which is one quarter of the sample size, we always assume that sample size \( n \) is a multiple of 4.

### 3.1. Case of two partitions

For two arbitrarily random partitions, we assume that \( X \sim h(\frac{n}{2}, \frac{n}{2}, 2) \). Then, \( P(Z > k) > 0.1 \iff F_2(k) \leq 0.9 \) and \( P(Z > k) > 0.2 \iff F_2(k) \leq 0.8 \). Based on Eqs. (3)–(6), Fig. 4 shows the quantile values for \( n \) from 40 to 1024.

The quantile values in which a small probability event does not occur are \( 1(P > 0.2) \) and \( 2(P > 0.1) \), i.e., \( P(Z > 1) > 0.2 \) and \( P(Z > 2) > 0.1 \) when sample size \( n \) lies between 40 and 60.

### 3.2. Case of multiple partitions

Let \( X_1, X_2, \ldots, X_i \) be \( i = \binom{m}{2} \) random variables for \( m \) partitions in an \( m \times 2 \) cross-validation. For \( Z_i = |X_i - EX| \) and \( Z_{\text{max}} = \max(Z_i) \), \( i = 1, 2, \ldots, l \), the quantile values of \( Z_{\text{max}} \) for \( n \) from 40 to 1024 and \( m = 3, 7, \) and 11 are listed in Figs. 5–7 based on the distribution of \( Z \) and its properties.

From Figs. 5–7, we can see that even with a sample size of 1000, the probabilities are larger than 0.2 when the differences between the observed and expected maximum numbers of overlapped samples are only 13, 19, and 22 for \( 3 \times 2, 7 \times 2 \) and \( 11 \times 2 \) cross-validations, respectively. These probabilities occur easily in a large number of experiments when implementing \( m \times 2 \) cross-validation. From Examples 1 and 2 of Section 1, we see that poor data partitioning results in a poor performance of an \( m \times 2 \) cross-validation. All of these results indicate the importance of data partitioning in an \( m \times 2 \) cross-validation. The probability of poor data partitioning occurring is high (see the description in Tables 2–4).

For example, Table 2 shows the numbers of \( Z_{\text{max}} = 0, 1, \ldots, 14 \) in 100 replications of \( 3 \times 2, 7 \times 2 \), and \( 11 \times 2 \) cross-validations for \( n = 200 \). With an increase in the value of \( m \), the difference between the observed and expected maximum numbers of overlapped samples gradually increases. For example, in 100 replications of an \( 11 \times 2 \) cross-validation, the most frequently occurring numbers of \( Z_{\text{max}} \) are 7, 8, and 9, and the numbers of replications are 26, 31, and 19, respectively.

### 4. Conclusions

Considering the finding in this study that poor data partitioning may result in poor inference results, we propose a measure for data partitioning in \( m \times 2 \) cross-validation. By analyzing the distribution of the statistic, we find that the occurrence of poor data partitioning is not a small probability event. Thus, we should consider data partitioning before analyzing data in practical application. Essentially, this finding reflects the idea of statistical experimental design, which requires that the collected data should be designed beforehand. Thus, when implementing data partitioning, we should control the number of overlapped samples as closely as possible to its mathematical expectation or construct data partitioning with identical number of overlapped samples equal to mathematical expectation similar to that in Wang et al. \[10\].

In future research, we will attempt to theoretically study the exact function of covariance and the number of overlapped samples, and then provide an exact expression of these variables. Furthermore, providing the test statistic using this exact function serves to the comparisons of algorithms' performance.
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### Appendix A

To clarify the values in the Figs. 4–7, Tables 5–8 corresponding to Figures are also provided in this section.
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